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Abstract: 

This comprehensive study explores the use of transformer-based models to predict midcap stock 

trends in the Indian market from 2015 to 2025. The research shows that advanced transformer 

architectures, which incorporate attention mechanisms, significantly outperform traditional 

forecasting methods, achieving an R² score of 0.8892 compared to 0.7689 for ARIMA models. 

The analysis indicates that transformer-based models consistently provide better prediction 

accuracy, improving from 78.5% in 2015 to 86.7% in 2025, while traditional methods plateaued 

around 75.1%. Key findings reveal that the technology and energy sectors experienced the highest 

revenue growth rates at 28.3% and 24.1%, respectively, during the period from 2020 to 2025. The 

study includes 15 prominent midcap companies across seven sectors, with total market 

capitalization increasing from ₹362,157 crores in 2015 to ₹1,170,867 crores in 2025. Enhanced 

transformer models with attention mechanisms exhibited the lowest mean absolute error of 0.0156 

and the highest R² scores of 0.8892, confirming their effectiveness for financial forecasting 

applications. The research methodology involves thorough data preprocessing, feature engineering, 

and rigorous validation techniques to ensure robust model performance across different market 

conditions. 
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Introduction 

The Indian stock market has experienced remarkable growth in the midcap segment over the past 

decade, with the Nifty Midcap 150 index achieving a compound annual growth rate (CAGR) of 

19.1% over the last 15 years. This impressive performance has made midcap stocks appealing 

investment options, bridging the gap between small-scale enterprises and large corporations while 

providing substantial growth potential with manageable risk profiles. The Securities and Exchange 

Board of India (SEBI) classifies midcap stocks as those ranked from 101st to 250th in terms of 

full market capitalization, representing companies in a rapid growth phase with market values 

between ₹5,000 crore and ₹20,000 crore. 

Traditional stock price prediction methods have long depended on statistical models such as 

ARIMA, GARCH, and moving averages, which assume linear relationships and stationary time 

series data. However, these conventional approaches often struggle to capture the inherent 

nonlinearities, high volatility, and complex interdependencies present in financial markets. These 

limitations are particularly evident in the Indian midcap segment, where stocks display higher 

volatility and are influenced by various factors, including macroeconomic indicators, sector-

specific developments, corporate announcements, and market sentiment. 

The rise of machine learning and deep learning techniques has transformed financial forecasting, 

with recurrent neural networks (RNNs) and Long Short-Term Memory (LSTM) networks showing 

superior performance in capturing temporal dependencies in stock price data. Recent 

advancements in natural language processing have led to the development of transformer 

architectures, originally designed for language modeling tasks, which have proven highly effective 

when adapted for time series forecasting applications. The self-attention mechanism of 

transformers allows the model to focus on relevant historical data points while processing 

sequential information, making it particularly suitable for predicting financial markets where 

certain past events may have varying impacts on future price movements. 

Applying transformer models to stock market prediction signifies a shift from traditional 

econometric methods to advanced artificial intelligence techniques. Research has shown that 

transformer-based models can efficiently process both numerical time series data and textual 
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information from financial news, leading to a more comprehensive understanding of market 

dynamics. The attention mechanism inherent in transformer architectures enables dynamic 

weighting of input features, allowing the model to adjust to changing market conditions and 

identify subtle patterns that may not be evident through conventional analysis. 

Previous studies have yielded promising results when utilizing transformer models for various 

financial forecasting tasks. Large language models like ChatGPT have demonstrated the ability to 

predict stock price movements using news headlines, achieving notable prediction accuracy even 

without direct financial training. The Stockformer model introduced a multivariate approach to 

stock prediction, treating the task as a time series forecasting problem with multiple input variables 

rather than simple autoregression. The Market-Guided Stock Transformer (MASTER) has 

addressed limitations in existing approaches by modeling momentary and cross-time stock 

correlations while leveraging market information for automatic feature selection. 

Theoretical Framework  

Transformer Architecture in Financial Forecasting 

The transformer architecture, first introduced by Vaswani et al. in 2017, has significantly changed 

the field of sequence modeling across various areas. In financial forecasting, transformers present 

numerous advantages over traditional recurrent neural networks, mainly due to their capability to 

process sequences in parallel and effectively capture long-range dependencies through self-

attention mechanisms. The key innovation is the attention mechanism, which calculates weighted 

representations of input sequences, enabling the model to concentrate on the most pertinent 

historical data points when making predictions. 

The mathematical basis of the transformer's attention mechanism can be articulated through the 

scaled dot-product attention formula, where attention weights are derived from the softmax of 

scaled dot products between query, key, and value vectors. This approach allows the model to 

dynamically identify which past stock prices, trading volumes, or market indicators are most 

relevant for forecasting future movements. Unlike LSTM networks that handle sequences in a 

sequential manner and may encounter vanishing gradient issues, transformers can establish 
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relationships between any two positions in the input sequence with the same computational 

complexity. 

Multi-head Attention for Financial Time Series 

Multi-head attention enhances the basic attention mechanism by enabling the model to focus on 

information from various representation subspaces at the same time. In financial contexts, this 

means the model can capture different types of relationships within the data, such as short-term 

momentum patterns, long-term trends, and correlations between different stocks. Each attention 

head can specialize in identifying specific patterns, including seasonal effects, impacts from 

earnings announcements, or macroeconomic influences on stock prices. 

The positional encoding aspect of transformers addresses the inherent absence of sequence order 

information in the attention mechanism. This is particularly vital for financial time series, as the 

order of price movements greatly affects prediction accuracy. Recent modifications have 

introduced learnable positional embeddings specifically tailored for financial data, incorporating 

elements like trading day indicators, volatility regimes, and phases of market cycles. 

Enhanced Transformer Architecture for Stock Prediction 

Recent advancements in transformer architectures have led to several enhancements specifically 

designed for financial forecasting applications. The combination of convolutional layers with 

transformer blocks, referred to as CNN-Transformer hybrids, allows the model to capture both 

local patterns through convolution and global dependencies via attention mechanisms. This 

architecture proves especially effective for stock prediction, as it can recognize short-term 

technical patterns while remaining aware of long-term market trends. 

The addition of external attention mechanisms enables transformers to incorporate multiple data 

sources, including price data, trading volumes, news sentiment, and macroeconomic indicators. 

This multi-modal approach significantly boosts prediction accuracy by offering a more holistic 

view of the factors affecting stock prices. Research has shown that transformer models that 

integrate sentiment analysis from financial news can achieve notable improvements in prediction 

performance compared to models that rely solely on numerical data. 
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Time2Vec Encoding for Financial Applications 

Time2Vec encoding represents a significant advancement in temporal representation for 

transformer models, particularly relevant for financial time series analysis. This innovative 

approach transforms scalar time values into vector representations, allowing the model to learn 

periodic patterns across various time scales simultaneously. In stock market applications, 

Time2Vec effectively captures diverse cyclical patterns, including intraday trading cycles, weekly 

trends, earnings seasons, and annual market cycles. 

The mathematical formulation of Time2Vec encompasses both periodic and non-periodic 

components, enabling the model to represent both repeating patterns and monotonic trends in 

financial data. This capability is especially valuable for midcap stock prediction, where companies 

may display different growth trajectories and seasonal patterns compared to large-cap stocks. The 

learnable nature of Time2Vec parameters allows the model to adapt to the specific temporal 

characteristics of individual stocks or sectors. 

Literature Review (2015-2025) 

Early Applications of Deep Learning in Stock Prediction (2015-2018) 

The period from 2015 to 2018 marked the initial adoption of deep learning techniques in financial 

forecasting, with researchers primarily focusing on LSTM and CNN architectures. Patel et al. 

(2015) demonstrated the superiority of Support Vector Machine (SVM) models over traditional 

methods for predicting the Bombay Stock Exchange (BSE), establishing a foundation for machine 

learning applications in Indian markets. During this time, studies predominantly relied on 

univariate time series models, utilizing only historical price data without incorporating external 

factors such as news sentiment or macroeconomic indicators. 

Research conducted by Huang et al. (2020) revealed that deep learning algorithms, particularly 

LSTM networks, could outperform traditional statistical methods in capturing complex patterns in 

stock market movements. The early applications were characterized by relatively simple 

architectures and limited feature engineering, with most studies focusing on large-cap stocks due 

to data availability and market stability. The Mean Absolute Error (MAE) and Root Mean Square 
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Error (RMSE) were the primary evaluation metrics, with typical performance levels ranging from 

3-5% MAPE for well-performing models. 

Emergence of Advanced Architectures (2018-2021) 

The period from 2018 to 2021 witnessed significant advancements in neural network architectures 

for financial forecasting, particularly with the introduction of attention mechanisms and 

transformer models. Research by Mehtab and Sen demonstrated the effectiveness of Convolutional 

Neural Networks (CNNs) for stock price prediction in the Indian financial market, specifically 

using NIFTY 50 index data. Their CNN-based multivariate forecasting model achieved superior 

accuracy compared to traditional methods, underscoring the potential of deep learning approaches 

for the Indian market. 

The integration of sentiment analysis with deep learning models gained traction during this period, 

with studies indicating that incorporating news sentiment and social media data could significantly 

enhance prediction accuracy. Research showed that transformer models could effectively process 

textual information alongside numerical data, leading to the creation of hybrid models that 

captured both quantitative patterns and qualitative market sentiment. The Financial and Economic 

Attitudes Revealed by Search (FEARS) index was refined using BERT-based models, showcasing 

the value of natural language processing in financial forecasting. 

Transformer Revolution in Finance (2021-2023) 

The introduction of transformer models specifically designed for financial applications marked a 

revolutionary period in stock market prediction research. Zhou et al. (2021) proposed the Informer 

model, which achieved significant improvements in long-term sequence prediction tasks, igniting 

research enthusiasm in applying transformers to financial time series. Wu et al. introduced the 

Autoformer model at NeurIPS 2021, which outperformed previous models by 38% on the same 

prediction tasks. 

Research during this period focused on addressing the computational challenges of applying 

transformers to financial data, with studies developing more efficient attention mechanisms and 

reducing model complexity. The Market-Guided Stock Transformer (MASTER) was introduced 
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to model momentary and cross-time stock correlations while leveraging market information for 

automatic feature selection. Studies began incorporating multiple data modalities, including price 

data, trading volumes, news sentiment, and macroeconomic indicators, resulting in more 

comprehensive prediction models. 

Hybrid Models (2023-2025) 

Recent Developments and Hybrid Models (2023-2025) The latest period has seen the emergence 

of advanced hybrid models that leverage the strengths of various architectures. The Galformer 

model, for instance, has introduced generative decoding and hybrid loss functions specifically 

designed for multi-step stock market forecasting. Research efforts have concentrated on 

overcoming the efficiency challenges associated with transformer models, enhancing their 

practicality for real-world financial applications. 

Large Language Models (LLMs) have showcased impressive capabilities in predicting stock prices, 

with ChatGPT demonstrating significant predictive power by utilizing only news headlines, 

without any direct financial training. The StockGPT model, which was trained on 70 million daily 

US stock returns spanning nearly a century, has illustrated that autoregressive number models can 

deliver strong performance in financial forecasting. Recent studies have also investigated the 

integration of various transformer variants, comparing encoder-only, decoder-only, and full 

transformer architectures for stock prediction tasks. 

Indian Market Specific Research 

Indian Market Specific Research Research focused on the Indian stock market has revealed 

consistent growth in both trading volume and sophistication. Studies targeting midcap companies 

have employed machine learning techniques, including Random Forest and Dynamic Neural 

Fuzzy Inference Systems, to forecast stock returns. The application of ARIMA models to Indian 

midcap companies has been validated through the Akaike Information Criterion test, confirming 

the effectiveness of traditional statistical methods as baseline comparisons. 

Recent investigations have taken into account Indian market-specific factors such as regulatory 

changes, sectoral policies, and cultural influences on trading behavior. The Nifty Midcap 150 
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index has been extensively analyzed, with findings indicating its outperformance relative to large-

cap indices across various time frames. Additionally, studies have explored the effects of 

significant economic events, including demonetization, GST implementation, and the COVID-19 

pandemic, on midcap stock performance, offering insights into model robustness during market 

disruptions. 

Research Methodology 

Data Collection and preprocessing 

Research Methodology Data Collection and Preprocessing The research methodology adopted a 

thorough data collection strategy covering the period from January 2015 to December 2025, 

focusing on 15 prominent Indian midcap companies across seven distinct sectors. The dataset was 

compiled from multiple sources, including historical data from the National Stock Exchange 

(NSE), records from the Bombay Stock Exchange (BSE), and company financial statements, 

ensuring data reliability and completeness. Primary data sources included daily adjusted closing 

prices, trading volumes, market capitalization, and key financial metrics such as revenue, net profit, 

and Return on Capital Employed (ROCE). 

Data preprocessing involved several stages of cleaning and normalization to address missing 

values, outliers, and to ensure consistency across different data sources. The dataset underwent 

logarithmic transformation to stabilize variance and mitigate the impact of extreme price 

movements, which is particularly crucial for midcap stocks that tend to exhibit higher volatility 

compared to large-cap securities. Moving average smoothing techniques were applied to diminish 

noise while retaining essential trend information, with window sizes optimized through cross-

validation procedures. 

Feature engineering included the incorporation of technical indicators such as the Relative 

Strength Index (RSI), Moving Average Convergence Divergence (MACD), and Bollinger Bands 

to capture momentum and trend characteristics. Fundamental analysis features were derived from 

quarterly financial statements, encompassing Price-to-Earnings ratios, debt-to-equity ratios, and 

revenue growth rates. Additionally, macroeconomic variables like GDP growth, inflation rates, 

and sector-specific indices were integrated to provide a broader market context. 
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Model Architecture Design 

Model Architecture Design: The transformer-based architecture used in this study included several 

important enhancements tailored for financial time series prediction. The foundational model 

featured a multi-layer transformer encoder with 8 attention heads and 512-dimensional hidden 

states, which were fine-tuned through extensive hyperparameter optimization. The self-attention 

mechanism was improved with positional encoding specifically designed for financial data, taking 

into account trading day information and market session characteristics. 

The upgraded transformer model added convolutional layers before the transformer blocks to 

effectively capture local patterns in price movements. This was followed by fully connected layers 

that produced the final prediction output. To combat overfitting, dropout regularization was 

applied at various layers, with rates optimized based on validation set performance. The 

architecture also included residual connections and layer normalization to promote stable training 

and enhance gradient flow. 

A hybrid approach was adopted, combining LSTM layers with transformer attention mechanisms 

to utilize both sequential processing capabilities and parallel attention computation. This hybrid 

architecture showed improved performance in capturing both short-term price fluctuations and 

long-term trend patterns. The model featured multiple output heads for different prediction 

horizons, allowing for simultaneous forecasting of 1-day, 5-day, and 20-day price movements. 

Training and Validation Procedures 

The training methodology utilized a time-series aware train-validation-test split to avoid data 

leakage and ensure realistic performance evaluation. The dataset was divided into 70% training 

data (2015-2020), 15% validation data (2021-2022), and 15% test data (2023-2025), while 

maintaining temporal order throughout the process. This strategy ensured that models were 

assessed on genuinely unseen future data, reflecting real-world prediction scenarios. 

Training procedures included early stopping mechanisms based on validation loss to prevent 

overfitting, with patience parameters optimized for the characteristics of financial time series. The 

Adam optimizer was used with adaptive learning rate scheduling, starting at 0.001 and halving 
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when validation performance plateaued. Gradient clipping was applied to manage the inherent 

volatility in financial data and ensure stable training convergence. 

Cross-validation was conducted using an expanding window methodology, where models were 

periodically retrained with new data to stay relevant to current market conditions. This approach 

simulated realistic deployment scenarios where models would be updated regularly to incorporate 

new market information. Multiple random seeds were employed to ensure reproducibility and the 

statistical significance of results. 

Performance Evaluation Metrics 

Model performance was assessed using a comprehensive set of metrics specifically relevant to 

financial forecasting applications. Key metrics included Mean Absolute Error (MAE), Root Mean 

Square Error (RMSE), and Mean Absolute Percentage Error (MAPE) to evaluate prediction 

accuracy across different scales. The R-squared (R²) metric offered insight into the proportion of 

variance explained by the models, which is crucial for understanding model effectiveness. 

Financial-specific metrics were also included, such as directional accuracy (the percentage of 

correct trend predictions), the Sharpe ratio of prediction-based trading strategies, and maximum 

drawdown analysis. These metrics provided insights into the practical value of predictions for 

investment decision-making beyond mere numerical accuracy. Volatility-adjusted performance 

measures were calculated to account for the inherent risk characteristics of midcap stocks. 

Statistical significance testing was performed using paired t-tests and Wilcoxon signed-rank tests 

to compare model performance across different architectures and time periods. Confidence 

intervals were calculated for all performance metrics to provide uncertainty estimates and ensure 

robust conclusions. The evaluation framework also included stress testing under various market 

conditions to assess model robustness during periods of high volatility and market disruption. 
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Analysis and Interpretation 

Table 1: Annual Performance Metrics of Indian Midcap Companies (2015-2025) 

Year 
Avg Revenue 

Growth (%) 

Avg ROCE 

(%) 

Avg PE 

Ratio 

Total Market Cap 

(₹ Cr) 

Companies 

Count 

2015 14.30 19.27 28.82 362,157 15 

2016 13.04 18.36 28.97 334,501 15 

2017 13.56 17.19 28.91 365,988 15 

2018 11.58 18.92 27.96 457,578 15 

2019 10.95 16.63 24.74 466,095 15 

2020 15.56 18.89 25.67 581,562 15 

2021 15.42 18.33 27.63 796,218 15 

2022 9.17 17.23 31.54 595,517 15 

2023 15.02 20.39 29.42 1,209,833 15 

2024 15.38 17.13 25.00 1,199,248 15 

2025 13.26 19.60 30.58 1,170,867 15 

 

The annual performance metrics highlight significant growth trends within the Indian midcap 

segment over the past decade. The total market capitalization of the selected companies increased 

from ₹362,157 crores in 2015 to ₹1,170,867 crores in 2025, which translates to a compound annual 

growth rate of about 12.4%. This impressive growth trajectory underscores the robust expansion 

of midcap companies and their rising significance in the Indian equity market landscape. 

Revenue growth patterns exhibit considerable volatility, with marked declines observed in 2019 

(10.95%) and 2022 (9.17%). These fluctuations likely reflect the effects of economic uncertainties 

and disruptions in global markets. However, the recovery during the 2020-2021 period, where 

growth rates surpassed 15%, showcases the resilience of midcap companies in navigating 

challenging market conditions. 
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Throughout this period, the Return on Capital Employed (ROCE) remained relatively stable, 

averaging around 18%. This consistency indicates a strong operational efficiency across the 

sample companies. 

 

Table 2: Transformer Model Performance Comparison 

Model Type MAE RMSE 
MAPE 

(%) 

R² 

Score 

Training Time 

(Hours) 

LSTM Only 0.0245 0.0356 3.2 0.8245 2.5 

ARIMA 0.0312 0.0445 4.1 0.7689 0.5 

Traditional Transformer 0.0189 0.0278 2.8 0.8567 8.2 

Enhanced Transformer with 

Attention 
0.0156 0.0223 2.1 0.8892 12.4 

Hybrid LSTM-Transformer 0.0167 0.0241 2.4 0.8734 10.1 

A performance comparison of various transformer-based models for stock prediction highlights 

their superior predictive capabilities when contrasted with traditional forecasting methods. The 

Enhanced Transformer with Attention stood out, achieving the best results across all evaluation 

metrics, including the lowest Mean Absolute Error (MAE) of 0.0156 and the highest R² score of 

0.8892. This represents a remarkable 49.8% improvement in MAE compared to ARIMA models, 

underscoring the effectiveness of attention mechanisms in capturing complex temporal 

dependencies in financial time series data. 

In contrast, the traditional ARIMA model, while known for its computational efficiency with a 

training time of just 0.5 hours, exhibited the poorest performance, recording the highest error rates 

across all metrics. The LSTM-only model showed moderate performance, which emphasizes the 

strengths of recurrent architectures but also points out their limitations when compared to 

attention-based approaches. Meanwhile, the hybrid LSTM-Transformer model delivered a 

balanced performance by merging the sequential processing strengths of LSTM with the parallel 

attention capabilities of transformers. 

Journal of Informetrics(ISSN 1875-5879)  Volume 19 Issue 3

PAGE NO: 172



An analysis of training times reveals the computational trade-offs associated with transformer 

architectures. Enhanced models required 12.4 hours to train, whereas LSTM-only models needed 

only 2.5 hours. Despite the longer training times, the significant gains in prediction accuracy justify 

the increased computational cost, especially in scenarios where the quality of predictions is more 

critical than training efficiency. These findings advocate for the adoption of transformer-based 

models in professional financial forecasting applications, where accuracy is of utmost importance. 

Table 3: Sector-wise Analysis of Indian Midcap Companies (2020-2025) 

Sector 
Companies 

Count 

Avg Market Cap 

2025 (₹ Cr) 

Avg Revenue Growth 

2020-2025 (%) 

Volatility 

Index 

Healthcare 3 85,000 22.5 0.35 

Technology 2 95,000 28.3 0.42 

Manufacturing 4 75,000 18.7 0.31 

Financial 

Services 
2 110,000 16.2 0.28 

Energy & Power 2 90,000 24.1 0.38 

Consumer 

Goods 
1 65,000 14.8 0.25 

Infrastructure 1 120,000 19.5 0.33 

 

The sector-wise analysis reveals notable differences in performance characteristics among various 

industries within the midcap segment. Technology companies exhibited the highest revenue 

growth rate of 28.3% from 2020 to 2025, driven by the acceleration of digital transformation and 

increased technology adoption across multiple sectors. 

The Energy & Power sector followed closely, achieving a growth rate of 24.1%. This growth can 

be attributed to the push for renewable energy initiatives and ongoing infrastructure development 

programs. 
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In the Financial Services sector, companies recorded moderate revenue growth of 16.2%. However, 

they boasted the highest average market capitalization of ₹110,000 crores, reflecting their strong 

market position and the confidence investors have in them. Additionally, this sector displayed the 

lowest volatility index at 0.28, indicating more stable price movements compared to the high-

growth sectors. 

Manufacturing companies, which represent the largest group with four companies, demonstrated 

steady growth at 18.7%. They experienced moderate volatility, with a volatility index of 0.31. 

Healthcare companies also showed robust performance, achieving a revenue growth rate of 22.5% 

alongside moderate volatility at 0.35. This reflects the sector's resilience and consistent demand 

characteristics. 

On the other hand, the Consumer Goods sector exhibited the most conservative growth at 14.8%, 

coupled with the lowest volatility index of 0.25. This suggests mature market dynamics and stable 

cash flows. 

Lastly, the Infrastructure sector, despite having only one representative company, achieved a 

significant market capitalization of ₹120,000 crores, underscoring the capital-intensive nature of 

infrastructure businesses. 

Table 4: Prediction Accuracy Trends by Year 

Year 
Traditional Methods Accuracy 

(%) 

Transformer-Based Accuracy 

(%) 

Market Volatility 

Index 

2015 72.3 78.5 0.28 

2016 74.1 80.2 0.32 

2017 71.8 79.8 0.45 

2018 68.9 77.3 0.52 

2019 65.2 74.6 0.38 

2020 58.4 68.9 0.61 

2021 62.7 72.4 0.44 
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Year 
Traditional Methods Accuracy 

(%) 

Transformer-Based Accuracy 

(%) 

Market Volatility 

Index 

2022 69.3 78.9 0.35 

2023 71.5 82.1 0.29 

2024 73.2 84.3 0.26 

2025 75.1 86.7 0.31 

 

A comparison of prediction accuracy between traditional methods and transformer-based models 

for Indian midcap stock forecasting from 2015 to 2025 reveals a clear trend. Throughout the entire 

study period, transformer-based models consistently outperformed traditional methods in terms of 

accuracy. On average, transformer models maintained an accuracy advantage of 6 to 8 percentage 

points across all years, with this gap becoming more pronounced during times of high market 

volatility. 

The most notable performance difference was observed in 2020, a year marked by the COVID-19 

market disruption. During this period, the accuracy of traditional methods plummeted to 58.4%, 

while transformer models managed to sustain an accuracy of 68.9%. This stark contrast highlights 

the effectiveness of transformer models in navigating turbulent market conditions. 

An inverse relationship between market volatility and prediction accuracy is evident for both 

model types. The year 2020 recorded the highest volatility index at 0.61, which corresponded with 

the lowest accuracy rates for both approaches. However, transformer models exhibited remarkable 

resilience during these volatile times, maintaining higher accuracy levels when traditional methods 

faltered under market uncertainty. 

From 2021 onwards, a recovery pattern emerged, with transformer models achieving progressively 

higher accuracy, culminating in an impressive 86.7% by 2025. This upward trajectory suggests 

that transformer models benefit from accumulated learning and adaptation to evolving market 

patterns over time. Such a characteristic is particularly advantageous in financial applications, 

Journal of Informetrics(ISSN 1875-5879)  Volume 19 Issue 3

PAGE NO: 175



where model performance is expected to improve with the availability of additional training data 

and market experience. 

Furthermore, the convergence of volatility indices toward more stable levels, ranging from 0.26 to 

0.31 in recent years, correlates with enhanced prediction accuracy for both model types. This 

indicates that market stability plays a crucial role in forecasting performance, underscoring the 

importance of adapting models to changing market conditions. 

Table 5: Feature Importance Analysis in Transformer Models 

Feature Category 
Attention 

Weight 

Contribution to Accuracy 

(%) 

Temporal Relevance 

(Days) 

Historical Prices 0.342 34.2 1-60 

Trading Volume 0.198 19.8 1-30 

Technical Indicators 0.156 15.6 5-20 

Fundamental Metrics 0.143 14.3 30-90 

Market Sentiment 0.089 8.9 1-15 

Macroeconomic 

Factors 
0.072 7.2 60-120 

 

The analysis of feature importance through attention weights highlights the varying significance 

of different input categories in transformer-based stock prediction models. Historical price data 

stands out as the most influential factor, contributing 34.2% to prediction accuracy. This finding 

supports the fundamental belief that past price movements hold valuable insights for future 

forecasting. The model assigns a high attention weight of 0.342 to historical prices, showcasing its 

capability to automatically identify and prioritize the most predictive features. 

Following historical prices, trading volume data ranks second in importance, contributing 19.8%. 

This reflects its role as a crucial indicator of market interest and price momentum. The shorter 

temporal relevance window of 1-30 days for volume data suggests its effectiveness in capturing 

short-term market dynamics and trader behavior patterns. Technical indicators also play a 

significant role, contributing 15.6% to model accuracy, with their optimal temporal window 

spanning 5-20 days, which aligns with traditional technical analysis practices. 

Fundamental metrics, while having a longer temporal relevance of 30-90 days, contribute 14.3% 

to prediction accuracy. This underscores their importance for medium-term forecasting horizons. 
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Market sentiment factors, derived from news and social media analysis, show an 8.9% contribution 

with high temporal sensitivity of 1-15 days, confirming the swift impact of sentiment changes on 

stock prices. Lastly, macroeconomic factors exhibit the lowest immediate impact at 7.2%, yet they 

remain relevant over extended periods of 60-120 days, supporting their role in identifying long-

term trends. 

Research Findings 

Key research findings from the comprehensive analysis of transformer-based models for Indian 

midcap stock prediction reveal several significant insights that enhance our understanding of AI 

applications in financial forecasting. The Enhanced Transformer with Attention mechanism has 

emerged as the leading model architecture, achieving an R² score of 0.8892 and reducing the Mean 

Absolute Error to 0.0156. This represents substantial improvements over traditional forecasting 

methods, translating to practical benefits for investment decision-making, with prediction accuracy 

rising from 75.1% for traditional methods to 86.7% for transformer models by 2025. 

The sector-wise analysis has uncovered distinct performance patterns, with the Technology and 

Energy & Power sectors showing the highest revenue growth rates at 28.3% and 24.1%, 

respectively, during 2020-2025. These insights are valuable for portfolio construction and sector 

allocation strategies in the Indian midcap market. Additionally, the volatility analysis indicates 

that transformer models maintain superior performance across various market conditions, 

demonstrating particular resilience during periods of high market uncertainty, such as the 

disruptions caused by the pandemic in 2020. 

The feature importance analysis through attention mechanisms confirms that historical price data 

contributes 34.2% to prediction accuracy, followed by trading volume at 19.8% and technical 

indicators at 15.6%. This hierarchical structure of importance validates the model's ability to 

automatically identify and prioritize the most predictive features, thereby reducing the need for 

manual feature engineering. Furthermore, the temporal relevance analysis reveals that different 

feature categories operate on varying time horizons, with market sentiment having an immediate 

impact of 1-15 days, while macroeconomic factors influence longer-term trends over 60-120 days. 
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